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Abstract

GIS Capabilitiesare rapidlyexpanding into the web and cloud environmebigthere is little

research on the capabilities and performance of 3D web GIS exploitation systems. To evaluate
current 3D GIS capabilities and performance within the web, Esri ArcGIS Enterpriag Por

Cesium JS, and Hexagon Geospatial Luciad RIA were all configured on abedesad Amazon

EC2 instance to host and serve 3D tile datasets that implement adaptive tiled data structures.
Using two different source point cloud datasets, a-hggiolutionphotogrammetric dataset, and a
lower resolution lidar dataset, resource loading time and resource memory was tested within each
system with increasing overall tileset sizes and with three different levels of zoom. The results
show thatwhile Cesium JS isujckest,Esri ArcGIS Enterprise Portgkerforms similar angvith
moredetailedvisualizatiors for both datasetdHexagon Geospatial Luciad RIA performed

slower than the other two systems, but possesses the most photorealistic and detailed rendering
of thesystemsPerformance differences betwette servers can be seen in the level of library
compression and number of libraries imported into the page. Cesium JS is generally quickest, but
most compressed and lightweight server. The larger detail and Idadanm Esri ArcGIS

Enterprise and Hexagon Geospatial Luciad RIA can be traced to smaller levels of compression
and more library imports to enhance detail of 3D data rendering. Overall tileset size and spatial
resolution of data did not significantly impggmerformance while zoom level did significantly

impact performance. Generally, higher resolution of zoom required more resources and loading
time. Results indicated that differenesualizationsystens are best suitetbr different

applications. CesiumSJwould likely be most suited for complex analytic operations, while

Hexagon Geospatial Luciad RIA would be best for detailed single scene visualization.
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Chapter 1 Introduction

The ongoing migration to web and cloud technologies is occurring due to the lamertaof
space, users, and interoperability between systems that is available in thgCclllind 2019) It

is also becoming more commonplace for companies to collect geographic data, in both imagery
space and in 3D space due to increased accessibilityntanned aerial systems (UAS)
(Whitehead and Hugenholtz 2012D data is more widely utilized and possesses good support
in desktop, cloud, and web software, while @®ais still being adopted and integrated into each
of these software platforms. Bers of the more recent availability of web and clbaded GIS
systems, there is much less research utilizing these systems than traditional desktop GIS systems.
There is even less documentation on open source implementations of web adthskiG1S
sydems which are more intricate to assemble due to the large amount of programming
knowledge that is required to create an open source web GIS system. The induction of open
source Cesium 3D Tiles as the standard data structure for streaming massive 3b alathse
web is shifting attention within the geospatial community from commercial software and
proprietary data structures to more open and accessible software and data structure formats
(Chen et al. 2018; Farkas 2017; Kramer and Gutbell 2@4bppen surce data formats and
software become more common, theresaneeraloptions available to create web GIS system
which canstore and investigate large amounts of 3D ditiés study evaluates three different
web GIS exploitation systems and provides infation on their overall performance and
capabilities The systems evaluated in this study are Esri Ard&iterpriseéPortal, Hexagon
Geospatial Luciad RIA, and Cesium F&rformance and capabilignalysisbetweerthe

different exploitation systemadicate thatthe level ofcompressiomsed for JavaScript filegand

theamount of library content loaded most significantly impact performance between servers



1.1.General Objective

This research studgimsto fill in academic gaps in comparative analysis of 3D @S
data types and 3D web GIS platforms. The availability of large computing resources made
accessible by cloud services is permitting easy access to visualiZatingeo3D geographic
datasets. Previously, 3D point cloud study has been limited lmpthputing power of a desktop
system, but with evolving capabilities in high performance and cloud computing there are now
many evolving capabilities for 3D geographic d@ara et al. 2017; Guan et al. 2013; Huang et
al. 2013; Li et al. 2016 Because othe interoperability of the web and its ease of integration
with cloud technologies, many 3D data structures are now being provided in more optimized
web-based tilormats. The introduction of 3Diles and Esri i3s marks community adoption
and use of 3D eb streaming formats for 3D data; however, these data structure standards have
been implemented fairly recently and there is very little academic study providing technical
information on the potential applications, limitations, and performance of thesgattypes.
Additionally, there are several web GIS platforms which integrate these standards which have
not been assessed quantitatively against each other. Thisastlglzegperformance and
capability differences between 3BIS streaming data types @exploitationsystems
identifying how fundamental differences in how they process and visualize data are responsible

for these differences.

1.2.General Methodology

Thisresults from this research providerformance metrics and core 3D service
capabilitiesfor each data type and each web GIS sydtsted Three different exploitation
systemswveretested which includ&sri ArcGISEnterprisePortal, Hexagon Geospatial Luciad

RIA, and Cesium JSThese systems have received attention within the larger industry



communityand are ideal systems to tdsie to their support of 3D GIS dalthe OGC has
standardized both Esri i3s and Cesium 3D Tiles as data structure standards feeltdrgsed
3D GIS datasets (Open Geospatial Consortium 2019; Open Geospatialtidonsat.) Due to
their standardization e OGC, Cesium 3D Tiles and Esri i3s data structuresewthe primary
web-based data structuresaluated in the studfgoth data structures are optimized for the web
and fortile-basedservices which attempt tnhance performance of visualization by limiting the
amount of data which is rendered on client devizzesed on zoom level in the virtual globe
engines. Through their use of tiling, these data structures allow client devices to work with
datasets whichra very large.

To provide a controlled computing environméoit gathering of performance metrjcl
the exploitationsystemgEsri ArcGISEnterprisePortal, Hexagon Geospatial Luciad RIA, and
Cesium Jpwere installed and configuremh avirtual AmazonElastic Compute Cloud (EC2)
instance All source data and processed data was stored on the virtual EC2 instance to ensure that
all server resources originated from the same computing environment. Despite its virtualization,
EC2 instances permit dedicateédrage volumes to store th@erating systerrand data of the
EC2. A 700GB dedicated storage volume was attached to the EC2 to keep all software and data
resources on the sardata storaggolume.Testing was also performed on the same client
device ovem consistent network connection to limit potential error in testing. Using a controlled
serverenvironmengnd client environment ensured that performance results could be directly
compared to each other.

To understand how the exploitation systems handitfdrent sizes of data, and different
types of data, one higtesolution photogrammetric dataset, and one lower resolution lidar

dataset were processed into CesBDnTiles and Esri i3s at increasing siédsizes. Each dataset



was processed into 1GB, BG10GB, 25GB, and 50G#lesetsizes to understand performance

differences of each servisEmmeworkfor smallandlarge datasets. Additionally, two datasets, a

photogrammetric and a lidar dataset were used as the source datasets to understand the effect o

lower and higher spatial resolution on the performance of the server. Both source datasets were

processed into Esri i3s and Cesium 3D Tiles to observe any differences in performance that may

have derived from data structure type. Processing of datahvordifferent collection methods

and therefore variant spatial resolution, and in two different data structures, and for five total

tileset sizes allowed gathering of metrics from each server for a variety of input data conditions.
Performance metrics weoalculated irseveraldifferent manners. Usingt@letrix, an

industry standard website analysis toolset, each exploitation system was evaluated for its basic

performance in loading 2D tiled dataset of 1GBGtMetrix). GtMetrix calculates a websiie

Googk PageScore,Yahoo YSlow Scorek-ully Loaded Timeand retrieves the network

waterfall which shows all network requeahd resource loading timesade bythe pageThe

scores from Google Page Score, and Yahoo YSlow illustrateFanafiking on the webpag

performanceThe waterfall information provides more quantitative informatiom which the

Google Page Score and Yahoo YSlow are baseaf dff addition to the snapshot of

performance information provided by GtMetrix, for each dataset, at each meixgrin each

exploitation system, the resource loading time and the total memory of resources used were

calculated for multiple zoom levels. These two attrib(tesource loading time, and total

resource memoryan be compared across each test to stalet overall performance

differencesdetweereach test. Due to the nature of tile datasets, tiles are sent to the client based

off of the zoom level in the exploitation system. Therefore, multiple zoom levels were necessary

totest in order tmbservehe performance metrics of each exploitation system for different sized



tiles. To observe effects on performance for different zoom levels, performance metrics were
calculated for the full extent of the dataset, at a medium zoom leved} amtbtailed zoortevel.
The resultprovide useful information on the overall performance, complexity, and functionality
of each systerbased on tileset size, zoom level, and data type.

Themethodologies sectionill provideimportantsetup instructionand configurations
for each server architecture which can be used as a developmentgualeoftware is setup
a different way to benade accessibfer use on the web. It is important to understand the
configuration of each exploitation system to further understarferelifces in the performances
between themThe results of this research are largely useful to developers, as wels
point cloud researchers and corporations that use 3D GIS data. In addition to providing
instructions for setting up each exploitatigystermn the methodology sectiothe results
provide the core performance metrics asdentiatapabilitiesand limitationsof each system
Additionally, some basiaser experience resultgere also included to account for differences in
the exploitabn systems that could not be quantitatively analyBedh user experience and
performance are important withgoftwaredevelopmensince applications likeliave different
standards in terms gpeedand user experienc&hereforejn the results bothugntitative
performance metricand qualitiveuser experienceesultsarediscussed. Thisesearch is
centrally focused on the scientific research and industry developer communities to assess the
current state of 3D web service technology. Developersaedtsts can utilize the architecture
guide tosimply create basic 3D exploitation systems which are capable of visualization of large
3D datasets or to develop aaskist progression of new tools and softwWare8D geographic

data analysisThese systemare relatively light and there is little support for complex operations.



Building more analytic tools within these systems would help push the boundaries of 3D web

GIS capabilities.

1.3.Motivation

3D GIS dataetsare becoming more common and it is importantote the capabilities
of current 3D web GIS systemBhere are several options for exploitation systems which involve
commercial and open source optionke largest difference between open source and
commercial software platforms are the level of pangming required to setup the system, the
amount of customization that can be programmed into the system, and the auxiliary tools that are
available Because of the support for i3s and 3D tiles, and to have a distribution of commercial
and open source wehl&systems, Esri ArcGlEnterprisePortal, Hexagon Geospatial Luciad
RIA, and Cesium JS were chosertlastesting systems in this studgyoth Esri ArcGIS
Enterprise Portal and Hexagon Geospatial Luciad RIA are commercial options to web GIS.
Cesium JS isampletely open source and available as a content delivery network. However, all
of these tools require some level or programming to be operational. Therefore, it is important to
note that managing and operating a 3D web GIS requires knowledge of Jaya®dript
HTML/CSS in order to properly configure and optimize systems.

Esri ArcGISEnterprise Portak a commercial webased GIS platform which is
compl etely operational out of the box and inc
license (Esrn.d.a).Web applications can be created through the Portal website, or with a
JavaScript application which references layers stored within the ArcGIS Fbai@ge within
Esri ArcGISEnterprisePortalcan be managed through ArcGIS Server which allowessu®
configure data stordbat point to locations of either local or remote databd3ese a data store

is registered, data uploaded into the store can be served and even analyzed with some basic GIS



tools within their web systenksri ArcGIS Enterprig Portal is also the only system which serves
i3s data. Due to its support of i3s, Esri ArcGIS Enterprise Portal was chosen as an exploitation
system to test. A testing application i8s was built usinglata stored within thEsri ArcGIS
EnterprisePortd ecosystem, and a web application built using the Esri ArcGIS JavaScript API.

Hexagon Geospatial LucidIA provides a commercial web GIS softwalevelopment
kit which can be used to buiD web GIS applicationdHexagon Geospatial Luci&lA has
minimd setupand comes packaged with a variety of different applications that can be used as
source code to build more complex applications (Hexagon Geospatiallh&l hlexagon
Geospatial Luciad RIA is essential a sophisticated API which can be used todmptex 2D
and 3D GIS web application&.sample application asbuilt usingHexagon Geospatidluciad
RIA to serve the tedile datasets. The sample applicateyeates a simplhertual globe which
serves the test 3file datased More complex applicatns ©uld be developed withiexagon
Geospatialuciad RIA, butthe minimal components necessary to serve a 3D dataset were used
in this study.

Open source solutions most oftetegratea backend database, which can be stored
locally or within the cloudand a web mapping or virtual globe library to build a functional Ul
(Cesium). These solutions requirseually require thenostextensive programming to build up to
a point where data storage and visualization are achighedCesium JS library has recentl
been published as a content delivery network and users can now build Cesium JS applications
with very few lines of codeAdditional analytical tools can be programmed in usingdasium
API or through pure JavaScripih order to tesCesium J$Sa testing application was created with
CesiumJS which serves 3D Tile data on a virtual gldhe.application was served with a basic

node.js express server.



Cesium JS, Hexagon Geospatial Ludrié\, andEsri ArcGIS EnterprisePortalhave
been selected as testipigtformsessentiallydue to their large support for 3D geographic data.
Cesium JS is an open source virtuabgldibrary which can be turned into a 3D web application
with a small degree alvaScript programming. As OGC has accepted Cesium 3D Tiles as
community standard for massive streaming of 3D geographic data, Cesium JS is an
ungquestionable platform to test since its native data type is 3D tiles. Hexagon Geospatial Luciad
RIA browser boasts it can render at least 100GB of Ce3lifile dataand wth its support for
3D tiles it is an ideal software to be tested alongside Cesiy@alihie 2018)Esri ArcGIS
EnterprisePortalis the last software that will be test&kveloped by Esri, theommercial
leader in the GIS industgnd the creator of th8s data format, ArcGl&nterprisePortalis
another system that must be tested. Each of these plattamisa mplementableonfigured for
use in an integrated web and cloud environma@uat support large amounts of 8IS data, and

therefore make ideabodidates to be tested in this study.

1.4.Potential Applications

The lack of academic information on recent innovations in web GIS data structures and
server technology is the core motivation of this stédivances in 3D data structures are
shifting 3D GIS ino the web and the cloud and theref8ie Tiles and i3s are the datasets which
are focused on in this studylore optimized welbbased 3D data structures implement more
efficient use of resources than large point cloud files, which have been an industayctaD
GIS data format for many yeai3ue to their support of i3s and 3D Tiles, Cesium JS, Esri
ArcGIS Enterprise Portal, and Hexagon Geospatial Luciad RIA are used as the exploitation
systems tdest performance and capabilities in this studiegraed web and cloud GISystems

appearso providethecomputingenvironment and data formatecessaryo stream massive 3D



GIS datasetwhich are difficult to work with in traditional desktop GIS softwapeiantitative
analysis othe performance of thesgmoitation systemgrovides valuable information on the
capabilities that can be expected from eaeb GIS visualization enganThe results of this
studyillustratefoundational informatiomn the performance and limitations of these web
systemsThe results of this studyndicate that each system is likely suitable for different types of
work and that there are many areas for further development and growth for 3D web GIS. It
appears that these systems excel in rendering large 3D datasets, but adoliti®aald

development is necessary to produce more analytic capabilities within these systems.



Chapter 2 Related Works

Strategies for managing 3D geographic data are becoming more common, largely due to the
changes in 3D GIS data structures, argititcreasing accessibility of cloud technologies. The
following chapter will outline the computing and data structure issues with 3D data in desktop
GIS environments and the ongoing progression oh@bGIS to more optimized web systems

and data structuse Researchers have successfully exploited 3D GIS data in desktop systems, but
applications and studies are sparse due to the complexity of working with point cloud data. The
computing challenges created by large point cloud files have incentivized jiaiests of new

3D geographic data structures and new methods to manage and analyze 3D geographic data. The
most common solutions have been adaptations to 3D geographic data structures and integration
of 3D geographic data with either high performance @andicomputing platforms. Thus, in

addition to discussion of recent advances in 3D geographic data structures, this chapter will also

examine the current 6state of the arto in 3D

2.1.Introduction to Point Clouds

The industry standard las filerimat commonly used to store 3D light detection and
ranging (lidar) and photogrammetric data, 1is
to analyze. Point clouds often contain 3D geographic and attribute information of millions of
points wthin a single binary file. Even with the reduction of data size from storing the data in a
compressed binary format, point cloud files still end up being very large. Because point cloud
data is stored in binary, it is also a complex data structure torremdetherefore requires
specialized software to interpret the data. The large size and complexity of point cloud files has
created many issues in storage, processing, visualization, and exploitation of the underlying 3D

point data (Auer and Zipf 2018; &titer and Dollner 2014). The point cloud file has served as the
10



prevalent data structure for high fidelity 3D geographic data but possesses evident limitations
due to its large size.

Although point cloud data has posed computing challenges, researchetsekavable to
successfully exploit point cloud data. Point cloud data has received attention from a diverse
community of researchers, with interests in both the urban and the natural environment. Lidar
point cloud data has several acquisition methodsidtiet) aerial and mobile scanners (Esri
n.d.c). Aerial lidar has proven to be an effective source of data to create realistiesalyhion
3D city models which are advancing initiatives to virtualize large cities (Jayaraj and Ramiya
2018). In a similarespect, the high resolution provided by 3D lidar point cloud data, has
progressed the field of autonomous vehicle study. Mobile lidar is becoming an industry standard
implementation in autonomous vehicle design and researchers have analyzed mobiletidar po
cloud data to improve data registration, and object identification and segmentation algorithms for
autonomous vehiclg®araeihajitooei 2018]6zseet al. 2013). Within the natural environment,
scientists have shown that point cloud data can be usgddmt wetland locations using known
locations of wetlands and to accurately determine individual tree sizes (Leonard et al. 2012;
Liew et al. 2018;). Ostensibly, point cloud data has served as an enabler to many areas of
ongoing science including studien 3D cities, autonomous vehicles, and ecology.

Point cloud data continues to push research forward in many novel and innovative
applications. A groundbreaking study involving an international team of Maya archaeologists has
pushed the boundaries of pbatoud study by using lidar point cloud data as a reconnaissance
asset to identify and map 61,480 new Maya structures which were previously unkeowino(
et al. 2018 The new capabilities provided by lidar to map entire areas in 3D is completely

trangorming the field of Maya archaeology. The use of lidar as a reconnaissance asset is further

11



demonstrated by researchers at the Massachusetts Institute of Technology Lincoln Laboratory
who have used aerial lidar data in several disaster episodes indludimganes Harvey, Irma,

Maria, and Florence to assist emergency management teams. The high resolution of the sensor
permits mapping of flood zones, and identification of infrastructure damage and debris which has
been used by the Federal Emergency Managergency to inform emergency response and
recovery operations (Foy 2018; National Research Council 2014). Point cloud data is continually

evolving capabilities and practices of research teams and institutions that acquire it.

2.2.Point Cloud Data Limitations

Because of the complexity of point cloud data management, there is only a small number
of standard tools available in most available GIS software. In comparison to the number of
standard tools and capabilities available for manipulation and analysisgedjpaphic data, the
tools and capabilities available for 3D geographic data are very minimum. Most of the tools
available for 3D data include basic data management and manipulation tools for 3D geographic
data such as tiling, changing coordinate systeamrsyersion to another data type, etc. In this
regard, many researchers create tools to extend the capabilities and applications of point cloud
data. For example, immersion specialists have integrated point clouds into virtual reality space
and built a bas toolset for interacting with the data. The technology the researchers created is
largely developmental and has not been implemented on large scales (Kreylos et al. 2008).
Anot her group of researcherso6 setlepusedtosophi st
quickly compress, query, and extract points from point cloud data. Although the server is
configured with open frameworks and detailed methodology, the server appears difficult to
replicate (Cura et al. 2017). Point cloud data is even beingctedl by indoor photogrammetry

for modeling of indoor building environments. There is adequate software available for

12



reconstruction of indoor environments into 3D point clouds, but like other areas of point cloud
science, there are only a few tools ava@#ao work with the collected data (Wang and Cho

2015). Many researchers are able to work with point cloud data and have created tools to provide
new capabilities to point cloud data; however, most of these tools require extensive setup and
configuration.

Another potential limitation of point cloud data is the presence or quality of attribute
information available in the dataset. One of the defining factors of the point cloud data structure
is the presence of classification fields, which can be usadrtotate points as a number of
different features. Since point clouds have largely been acquired by aerial collection, many of the
classification fields involve features relating to the external environment. Examples of point
cloud class fields include getation, buildings, water, rail, roads, tower, bridge, etc. (Esri n.d.b).

In the wetland study, researchers were able to classify their point cloud data by using the known
vector boundaries of wetland areas (Leonard et al. 2012). Many applicationstafipaihdata
depend on classification information to be useful, and often classification must be derived using
information from another dataset or with an automated ground or surface classification
algorithm. Without additional GIS data to inform classifion methods, automated filtering
algorithms for point clouds are relatively lackluster (Meng et al. 2010). Because accurate
classification of point cloud data relies on large amounts of corresponding data, it can be difficult
to create attribute informian for unclassified point clouds. The classification information of

point cloud data is important to research, and the ability to exploit point cloud data is largely
dependent on the classification information available in a point cloud or that cankheeattto

the point cloud through other data sources. Thus, the quality of classification information defines

the extent to which the point cloud data can be analyzed for scientific phenomenon.
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The utility of point cloud data and enhanced point cloudy#inal tools is apparent in
multiple disciplines including archaeology, ecology, city planning, and hazard management.
Volumetric data from point clouds is assisting hazard workers with determining volume of fill
needed to fix roads damaged by disastadslacations of flood zones and infrastructure damage.
Archaeology researchers are able to virtualize sites, and even discover new ruins with point
cloud data. Ecologists can precisely measure individual tree size and volume, and city planners
can investigte city environments including existing and potential buildings, inside and outside.
Overall, there are vast applications for point cloud data, despite its limitations in computing,
software tools, and overall data quality. Researchers have been abik @raund the
limitations of point cloud data to create novel systems and methods which have advanced

research in several disciplines.

2.3.Data Structures

To alleviate the computational issues of point cloud data, researchers have investigated
new ways to sticture 3D geographic data. There have been relatively two different approaches
towards restructuring point c¢cloud data, dat a
structure. Data aggregation results in an overall reduction of data pregisiba.x el i zat i ono
common form of point c¢cloud aggregation that b
et al. 2019). Although voxelization is an aggregative approach that reduces resolution of the
underlying data, it greatly reduces the oeath computational cost and makes distributed
computing much simpler (Boerner et al. 2017). In applications where the data resolution can be
reduced, voxelization presents a powerful method which simplifegsaiint cloud data structure

and greatly reducegbe amount of computational resources required to render the dataset.
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Another approach to make point cloud data more accessible is the level of detail data
structure. The level of detail data structure is an optimized tree structure which tiles data into
small tiles which are accessible in a hierarchical tree. The data structure results in a composition
of files which only render at run time dependent on the level of zoom in the client system. This
data structure essentially partitions the point clouadl smaller elements and only renders
portions of the point cloud that correspond with the map region and level of zoom at which the
user is at. The level of detail data structure approach allows the resolution of the point cloud to
be maintained, while grég reducing the overhead computational cost of rendering (Richter and
Doéllner 2010). Implementing a trdi&e data structure greatly reduces the overhead cost of
rendering point clouds, but due to its filased structure is often not compatible acrdserot
systems (Cura et al. 2017). Transforming point cloud data into a tree like level of detail structure
is a sophisticated process that optimizes point cloud rendering speed; however, lacks
interoperability and integration across systems due to itbdéed structure.

In efforts to increase rendering capabilities of point cloud data researchers have
investigated new data structures for point cloud data. Both voxels and level of detail data
structures provide ways to reduce the computational costs dfghoird data but present some

new minor technical concerns.

2.4.Shift to High Performance and Cloud Computing

Another approach to mitigate computational cost of point cloud data is through high
performance or distributed cloud computing. Hggrformance comging utilizes clusters of
computation resources to store and analyze data. Due to the increased computing capacity
rendered by additional computational nodes, {pglformance computing provides solutions for

much quicker data analysis than on a desktsfesy. When compared to desktop capabilities,
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high-performance distributed file systems have shown much greater performance for analyzing
large stacks of lidar point cloud data (Guan et al. 2013). Several studies attest to the large
increase in performan@nd capabilities that can be achieved by using distributing computing
clusters to work with point cloud data. In one study, researchers compared 3D data management
performance in PostGre SQL and in Hadoop, running off a distributed file system, and Hadoop
greatly outperformed PostGre SQL (Li 2016). Another group of researchers was able to create a
point cloud change detection system in a distributed computing environment using Apache Spark
to manage the large stacks of 3D data (Liu et al. 2016). Theyatfitite researchers to setup a
change detection system on a distributed cluster shows that distributed computing enables the
ability to work with several large 3D datasets. On most dedbased systems, point cloud study

is limited to single scene visuzdtion and exploitation, and therefore distributed computing
provides the ability to extend potential point cloud applications by permitting investigation of
multiple point cloud datasets. Higierformance distributed computing environments provides

the dility to greatly speed up management and analysis of point cloud data.

Distributed computing provides a quicker way to analyze point cloud data, but this
requires the possession of a hjggrformance computing cluster. For some developers, this may
not bean issue, but distributed computing is largely only accessible to those working with large
amounts of computational resources. Cloud based infrastructure is a derivative of distributed
computing; however, cloud services can be bought, and users do dab pessess the physical
computing environment. Cloud computing platforms have been compared to high performance
computing clusters, and it has been demonstrated that due to communication latency between
servers in the virtualized cloud environment thghtperformance computing is quicker

(Jackson et al. 2010). Even though cloud environments are not asaghigk-performance
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computing environments, they offer a distributed computing environment which is much more
efficient and scalable than desktolSGCloud services provide many developers a bridge into
distributed computing by providing the ability to run higlarformance services without owning

any actual infrastructure.

2.5.Shift to Web GIS and 3D Data Streaming

Due to the interoperability of wellased technology and its ability to work with cloud
technologies, web is becoming a more common platform for GIS tools and applications. Web
applications utilize JavaScript which is an interpreted language that can generally be read by any
browser. The standainterpretation and data transfer protocols of web makes data transferable
and easily accessible across systems in web environments. Web systems can also link to cloud
databases and therefore the increased performance and capabilities brought freoiatitoucs
can be integrated into web applications. The integration of web clients and back end databases
provides a robust and powerful computing environment, which is rapidly being developed to
increase 3D GIS capabilities. Recently, tHe@accepted Cesm 3D Tiles as a community
standard for streaming massive 3D geographic datasets across the web (Open Geospatial
Consortium 2019). Cesium 3D Tiles are a web based json level of detail data structure which are
optimized for use in the cloud to stream masg@ geographic datasets through the web
(Cesium 2015). The introduction of 3D tiles, and other web streaming data types in the OGC is
signaling a shift from desktop GIS to web GIS for intensive 3D GIS applications.

There are several commercial andmpeurce web GIS platforms which can be used to ingest
and work with 3D geographic data, but there is little study on the capabilities of these systems.
There are two important studies performed which attempt to analyze performance and

capabilities differaces between web GIS data types, and web GIS front end frameworks. In the
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first study, researchers condedt capabilities assessment between GeoJSON, JSON, CZML,
and Cesium 3O0iles data types for their use in servicefofir-dimensional (4DYlata. The
researchers point out that Cesi@ Tiles are the only data structure capable of rendering large
amounts of data, but it does not support temporal visualization or attribute selection. The other
data types provide some enhanced abilities in low data velumeéin terms of high data
volume,Cesium3D Tiles were the only data type that did not crash or cause out of memory
issuesin testing (Murshed et al. 2018). The other relevant study indicates that there is no existing
research comparing 3D web GIS frammeks, and then attempts to perform a qualitative study
on available 3D web GIS frameworks. The researchers compare Cesium JS, three.js, and
X3DOM.js. In the analysis it is evident that three.js and X3DOM.js can be used to render 3D
geospatial data, but duo its extensive geospatial support and data management that Cesium JS
is the most well supported platform for 3D geospatial web application develogfnamtgfr and
Gutbell 2015). This study illuminates the issue that there is little academic studgipgrta
capabilities and performance of 3D web GIS frameworks. These two studies provide preliminary
analysis of 3D web GIS data types and frameworks.

3D web GIS is a rapidly evolving area of industry and there is a general lack of academic
literatureevaluating the new data types and GIS systems that are being developed for the web
GIS environment. Cesium 3D Tiles has recently been adopted by the OGC as the standard for
streaming massive 3D geographic data. Esri i3c is also an OGC standard, bstandeld for
6l arge amounts of heterogeneously distributed
OGC standard definitions for Cesium 3D Tiles and Esri i3s are fairly similar, and there are no
studies which implement and compare these two data typ#saWack of technical information

about the rendering speeds and visualization results of these data types, it is unclear what
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similarities and differences there are between these 3D data types. There is also a fundamental
lack of academic literature cqraring the web services frameworks used to visualize these data
structures. I n 0A Case Study on 3D geospati al
webGL frameworks,d the researchers do a good
frameworksfor 3D web GIS (i.eCesium Js, three.js, and X3DOM.js), but the researchers

neglect to analyze commercial web GIS platforms. There are several commercial providers

which provide essentially fully operational web GIS systems, including Esri and Hexagon
Geaspatial. In the realm of 3D geographic data, there is a large amount of research on desktop
computingand distributed computing, but relatively no comparative research on the software
systems and data structures which are currently being made aviilekieweb GIS.

The following literature analysis reveals the current novel ways in which point cloud data is
being investigated and highlights the shift from deskd®to integrated web and cloud GIS.
Scientists have found many successes in explqgutigt cloud data, and hopefully the
applications for 30GIS only continue to grow as web and cloud GIS becomes more accessible.
Distributed and cloud computing show evident rendering improvements for point cloud data.
These platforms provide access to maeputing power, which enables investigation of
multiple scenes. The use of the clpadpeciallyis propelling 3D geographic study askifting
it into the web. The web is a highly interoperable environment which can be backed up on the
server side byhe computing power of cloud databases. With the ability to link front end clients
with back end cloud databases, the power of distributed computing can be made a¢oessible
larger communities of developeBecause of the increasing accessibility to irdesgg web and
cloud systems, 3D data structures have shifted from large point clouds intvadatbased

level of detail structures which permit streaming of massive 3D datasets inside web clients. The
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data types and standards for streaming 3D geogrdpla are fairly new and therefore there is

little study on the data types themselves or the platforms that render and visualize this data. It is
therefore the intent of this study to provide a fdrowmmparative analysis efeb-basedD GIS

data structres and 3D web GIS systems in order to provide a foundational performance and

capabilities assessment of these new technologies.
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Chapter 3 Data and Methods

In this study, a&omparative analysis of both open source and commercial 3D web streatzsing d
types, and 3D web GIS systemas conductedn the study, web service frameworkkich
includeCesium JS, Hexagon Geospatial Ludiid\, and EsriArcGIS Enterprisd®ortalwere

setup on &loud-basedAmazon EC2 instanc&wo different3D data typesEgi i3s andCesium

3D Tiles, wereprocessed from las data astdred on the same EC2 instance in increasing total
tileset sizesDatasets were processed into five different sizes (1GB, 5GB, 10GB, 25GB, and
50GB) to test server for performance differenceddav and high data loadwo different

source dataset types, a higdsolution photogrammetric dataset and a lower resolution lidar
dataset were processed into Esri i3s and Cesium 3D Tiles in order to oligéevencein

server performance that may thee to spatial resolution of underlying déach servewas

tested for general performance with metrics collected through @xMbetsed on each sites

ability to serve a 1GB tile datasdthe figuresgenerated by GtMetriincludeGooglepage score,
YSlow Score Fully Loaded Timeand the network waterfall which contains every http request
resource loaded, and resource load time performed by the Gigtetrix is a commonly used
software suite to analyze website performance in industry. Additioeatlly, 3D datasetfor

every overalltileset size (1GB, 5GB, 10GB, 25GB, and 50GB) were assessed for resource
memory and loading time in each exploitation system at three different zoom levels. These tests
ostensibly illustrate performance difference of eaafrey with different dataset sizes and zoom
levels. Qualitative user experience information is also briefly discussed based on the visual
outputs that were produced from eagistem The performance tests provide rigorous metrics on

the speed and resouraesed by each server, and the qualitative results bdeftyuss the
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visualization differences between the server framewdikese tests angser experience results

highlight the essentialifferencesetween the server frameworks and data types.

3.1.Project Design

To standardize the computing environméteach 3D web Glgxploitationsystem all
the exploitation systemsesesetup on the same Amazon EC2 cloud instance. It has been noted
in the literature, that due to changing nature of the hardware wadlerthe virtuated cloud
instance andminor changes iocal network bandwidth that cloud performance will influx small
change®ver its us€Yue et al. 2013)To considetthe changes brought about by the shifting
hardwareunderneathhe virtualzedcloud instance and for minor changes in internet bandwidth
eachtest wagepeatedive times and then mean of each t@astaken to standardize the
changes brought about by thlafting virtualizedhardware and internet bandwidiith the
tess run multiple timesandwith all the serversoftwareand datan the same virtuaystem the
computing environment of the study can be considered cont{Miexlet al. 2013)

All the datawas stored on the EC2 instance along with the software to run each 3D web
GIS exploitation systenFigure 1 depicts the architectural setup of the computing environment.
Thesourcedata within the ECZirtual machineconsised of point cloud data o1GB, 5GB,
10GB, 25GB, and 50GB from each source dataset (the singular lidar dataktte singular
photogrammetric datasets). Each of these datasets were converted into Esri i3s and Cesium 3D
Tiles and these processed datasets were also stored on the EC2 virtual niacdisife. every
source datasgthere is a CesiurBD tilesetandan Esri i3cdatasetvhich hal been processed
from the source dataséthus, there were a total of 10 source point cloud datasets stored on the
server, and 20 processed datasets, 10 in i3s, and 10 in 3D Tiles. A dedicated storage volume of

700GB was attaekd to the EC2 virtual machine so that all the datasets could fit on the server.
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Placing both the server software and all the data within the same virtual machine allowed access

of all datasets to client applications and also a controlled environmentfonguhe server.

Photogrammetric Photogrammetric
Lidar 1GB, 5GB, 1GB. 5GB. 10GB, Lidar 1GB, 5GB, 1GB, 5GB, 10GB,
10GB, 25GB, 10GB, 25GB, 25GB. 50GB
25GB, 50GB 50GB Datasets '

50GB Datasets Datase ts Datasets

/ 3D Tile Datasets // // i3s Datasets /

/ IIIII\

-
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[ _|—>
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Figure 1. Cloud Environment Configuration

The tess$ performedn this studyare shaped from previous cloud computing studies. In a
comparison between Mdpeduce and SQL for large data, researchers first tested a singular
average queryirhe between the two databases, and then they scaled up the number of queries
and analyzed the differences in query load time (Jiang et al. 2009). Another study used open
source software to measure CPU performance, and network bandwidth during cloudidrasac
(Huang et al. 2013) This studyplementsa hybrid approach. Each datasetsvirsttested on its
overall rendering and resource load time for a singular dataset like in the map reduce study.
Other metrics wregathered through t®etrix of this singlar transaction. @/etrix is being
used instead of CPU performance and bandwidth since this is a web application instead of a
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desktop application. etrix provides performance metrics which report on the performance of
web servers. These metrics inclu8eoglePageScore,YahooY Slow Score, Fully Loaded
Time, and the network waterfall of http request and resources lgkyl Loaded Time and the
network waterfalare metrics that can be quantitatively analyzed, whdeglePageScore and
YahooYSlow scoreare more arbitrary figures that rate the overall performance of the website.
All these metricprovided a baseline mark of the overall server performance. Next, segiral
wererunon each exploitation system, for each datagleérethedata set incrasel in sizefrom
1GB to50GB. In these tests, resource loading time and resource menagrgeorded. These
tests were also performed at three diffemdm levelsthe extent of the dataset, at a medium
zoom level, and at a high zoom levé@sri i3s vas tested in Esri ArcGIS Enterprise Portal, and
Cesium 3D Tiles were tested within Cesium JS and Hexagon Geospatial LuciddiRIA.
important to run the singular transaction test in addition to the increasing loaalitieshe
increase in dataset sizéecause some systems are noted to perform slower with small datasets
and quicker comparatively with larger data (Jiang et al. 200®) test of multiple zoom levels
was also added to account for changes based on the zoom level. It was identifiechingyel
testing that at the full extent only the tileset metadata, and a vemekmution version of the
whole dataset is loaded, while at higher zooms more intricate tiles that reflect the point data are
loaded into the applicatioBecause differentpes of tiles are loaded at different zoom levels, it
is important to test each server at various zoom leVhksse testprovide anevaluation of the
overall server performance for a singular transaction, for increasing dattbsiz&iant zoom
level,and for variant spatial resolution of data

In additionto thequantitativeresults, dasic qualitative discussion of thisualizatiors

producedby each system as alsaecorded The quantitative results proviéenpiricalevidence
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of the speed of eachaimework; however, this discounts the visualization product which is
output for display in each system. Therefore, it is usefalgoinclude the basic data

visualizatiors within each platform to illustrate core difference in data rendering.

3.2.Datasets

Two different datasets, a dataset collected with lidar, and a dataset collected through
photogrammetry were selected as source data for the study to understand effects of spatial
resolutionon the performance of the exploitation systeRt®otogrammetry is clacted through
matching of point from higiesolution imagery and usually possesses a much more dense and
high spatial resolution than lidar data. Lidar data is collected more systematically, and points are
sparser than in photogrammetric datasets. Tablows information of the spatial resolutiand
extentsof the datasets utilized in this study.

Table 1:TestingDatasets

Dataset Spatial Resolution| Spatial Extent| Points Source
USC Photogrammetry Dat 4.50cm 0.37sgkm| 2,337,671,969 USC ICT
NOAA Lidar Daa 42.00cm| 1,657.42sgkm| 1,920,458,367 NOAA

Datasets have been acquired frovo different sourcesThe NOAA dataset waacquired
from the NOAA data viewe(OCM 2015) This is & open sourceepository of las datprovided
by NOAA in order to analyze daage to New York City after Hurricane Sandy download
the tiled las NOAA data, a text file with all the file urls was acquired from the NOAA site, and
then a python script was created to fetch and download the las files found at each url into a folder
onthe local systeniThe USC photogrammetric dataset was acquired frord 8@ Institute of

Creative Technologie§ hisdatasetvasre-projected by USC ICHBtafffrom a local coordinate
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system into a geographic coordinate system anddbiedfrom a remoteserverontoan
external hard driveSince the studgmploys testing the datasetl&B, 5GB, 10®, 25GB, and
50GB sizes each dataset was portioned into sewveiféérent memorychunks that reflected the
1GB,5GB, 10GB, 25GB, and 50GBemorychunks that wee needed to perform the increasing
data load test

Each dataset had to undergo processingigg@nd Cesium 3D Tiles formétr ingestion
and analysis within the web environmenhe general data pprocessing chain is outlined

below in Figure 2EsriArcGIS Enterprise ships out with an installation of ArcGIS Pro.

r» Create Point

Laz Datasets @ clote seaie -
Layer Package

ArcGIS® Pro Tool

Esti i3s Scene
Layer Packages

Merge laz into
single las file with
Merge tool

| LF\ LuciadFusion — Creat?fol?ﬁles

Figure 2: Data Conversion Methods

Cesium 3D
Tilesets

Within ArcGIS Pro is a tool which converts a folder of las files into an Esri i3s data type. Each
datasetvas convertedrom las to i3s using the ArcGIS P@reate Point Cloud Scene Layer
Package ToolOnce each dataset was processed into i3s, the Share Package Tool was used in

ArcGIS Pro to upload the package to the ArcGIS Enterprise Portal which was setup on the EC2
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instance. Configuration of the softwamdadatastore for ArcGIS Enterprise Poxtall be

delineated in the next section. Once the package was uploaded into the Portal ecosystem, the
Publish tool on the Portal website was used to publish the 3D package as a scene service. It is
necessary to puish the Portal object as a hosted scene service so that it can be used as an
operational layer in web applications. Without publishing the layer as a hosted scene service, the
layer is only available for downloading in the Portal ecosysherthis step,tiwas noted that
publication ofa50GB scene service layarsnsistentlyresuledin errors, and therefore no

testing was able to be conducted for i3s at tileset size of 50GB. The error is not specific but
suggests that Portal does not support tilesetsiotize.

In order to create 3D tile services, Hexagon Geospatial Luciad Fusion was used to
process all las datasets into 3D Tiles and to setup a datastore to serve theiexagon
GeospatialLuciad RIA and Cesium JS applicatgthat were developeah the serven_uciad
Fusionis a server software which possess processing and service capaB#itiesn lon can
also be used to process las files into 3D Thes]uciad Fusion was simplchosen since a
licensewasalready acquiredith Luciad RIA fa the Luciad Fusiosoftware With Luciad
Fusion, all datasets were able to be processed into 3D Tiles and to be made accessible via http
requests to the client applications. All data processing was performed on the EC2 .iddtance
processed data servictor both i3sand 3D Tilesvere setup on the EC2 instance. Using ArcGIS
EnterprisePortal services were setup for the i3s datasets, and with Luciad Fusion services were

setup for the 3D Tile data.

3.3.Virtual Server Design

All server software for the explation systems wasetup on an Amazon EC2 on demand

m4.2xlarge instancelThe m4.2xlarge EC2 possess 8 CPU cores, 32 GB of memory, and high
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network performance. It possesses more than enough computing power necessary to run a server
capable of handling largD tile datasets. The m4 is a memory intensive server.SEmgr
instancewas chosen since it has both high compute and memory resources. No GPU is needed
on theserver side since all 3D graphics are handled on the client device. The server needs high
memory and CPU to run most effectively.700GB dedicated storage volume was added to host
all source data, processed data, and software on the same virtual instance. The dedicated volume
is a solidstate drive which also helps boost performance since éinengo moving parts in the
hard drive.

To setup the EC®ith ArcGIS Enterpriséoth Esri Cloud Builder andmazon AWS
Cloud Formation tools were attempted for instantiation dkim@azonEC2 with an Amazon
Machine Image that contained Esri ArcGIS Entesggrhowever, both tools failed. Because of
this, creation of the EC2 was a very manual process. The EC2 builder within the Amazon AWS
Management Consolgas used to select an m4.2xlarge EC2 instance with a 700GB storage
volume. Next, an Esri ArcGIS Enterpe Amazon Machine Image was selected asplegating
systemto load onto the EC2 instance. Both Cesium JS and Hexagon Geospatial are libraries that
can be downloaded and setup on the EC2; however, an Esri ArcGIS Enterprise Amazon Machine
Image is necespato setup ArcGlEnterprisePortal since it is baked into tlaperating system
of the EC2 instance. After the Esri Enterprise Amazon Machine Image was chosen, the EC2
production process started.

After the EC2 had been initialized, several configuratisase required to setup the
machine to act as a web server. The domain kevinmercythesis.com was purchased form Google
Domains, and then using sslforfree was setup for setttiedraffic. Setting up a secured http

(https) connection was required to obtassl certification for the domain

28



kevinmercythesis.com. A ssl cert is required to run Esri ArcGIS Enterprise, and therefore the
domain purchase argeneratiorof a ssl certo allow https traffic on the domain wesquired to
setup Esri ArcGIS Enterpris®©nce the ssl certification was obtained, web site forwarding was
setup on the domain to point the domain site to the Amazon EC2 instance. To do this, an elastic
IP address was created for the virtual amamstanceso that it would always possess thmea
public IP address. The elastic IP address created within the Amazon AWS Management Console
was set as the forwarding address for the kevinmercythesis.com domain. Nextnusimgzon
Cloud Formation template provided by EsriVatual Private Cloud was created withirior the
EC2ElasticlP address and attached to it. TReaddress within the virtualized hardware does
not matchits externallP addressnd therefore ¥irtual Private Cloud and an Elastic IP Address
arerequired to allow proper traffickg of web applications from the EC2 instatc@secured
externaldomain.

Next, a new ugewas created to allow the ArcGIS Enterprisdity to make changes to
the Amazon EC2 instance, and several changes were implemented within the Windows Firewall
and he Amazon EC2 Security Groups to allow access of specific ports within the EC2 system to
the outside web. With the purchase of a domain and a ssheeebpage domain was setup
which could receive web traffic from the EC2 instance. To correctly poirE@&instance to
the purchased domain, first creation of an eldBtiwas initiated. Then a virtual private cloud
was created and attached to the eldBteddress. Lastly, ports weopenedwithin thewindows
firewall manageandwithin the Amazorsecurty groupfor the EC2 instance tallow access of
certainports to the external web. These configurations established the frameworks necessary to
run the web applications outside of the server and to begin setup of Esri ArcGIS Enterprise on

the EC2 instance

29



3.4.Comparative Program Architecture

Each 3D GIS exploitation platform possesdiferent software architectures and system
configurations. Both Esri ArcGIS Enterprise and Hexagon Geospatial Luciad RIA are
commercial software suites that must be licensedi$e, while Cesium JS is an open source
software package which requires no licensing and can be used simply by importing it as a
content delivery network into a JavaScript web application. Because it is open source and
requires no licensing, Cesium JShe lightest and simplest to configure for use. Cesium JS can

simply be imported within a JavaScript application by including these two lines of code within

an htmlfileThe two | ines of JavaScript code i mport
<script  src= "h ttps://cesium.com/downloads/cesiumjs/releases/1.66/Build/Cesium/Cesium.js" ></scr
ipt>

<link href= "https://cesium.com/downloads/cesiumjs/releases/1.66/Build/Cesium/Widgets/widgets.c
ss" rel= "stylesheet” >

Code 1: Cesium Import Script (Cesium n.d.)

the main lilvary for the Cesium.js widgets. These two files are minified (or compressed)
JavaScript files which handle API calls for all Cesium.js elements (i.e. the virtual globe, data
sources on the globe, and all functions that are available in the API to progreatignanteract
with the globe moduleBecause of its library compression, and small number of library imports
(only two modules), Cesium.js is a lightweight addition to a JavaScript application. Due to their
licensing requirements and more extensiveaisibraries, Esri ArcGIS Enterprise and Hexagon
Geospatial Luciad RIA are more bulky applications than CesiumJS.

Esri ArcGIS Enterprise and Hexagon Geospatial Luciad RIA are both commercial
software suites, but possess vastly different setups. Esri@fe@erprise requires a specialized
Amazon Machine Image, where Esri ArcGIS Enterprise resources are basically baked into the

operating system of the cloud instance. This is a vastly different configuration then either
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Cesium JS or Hexagon Geospatial. iGesJS and Hexagon Geospatial can be run in either
cloud-based or nowrloud-basecenvironmentsEsri ArcGIS Enterprise requires a clebdsed

virtual machine, and gets directly installed as core components to the cloud virtual machine. Esri
ArcGIS Enterprée uses an array of applications to setup an environment which posdesses a
endwebsite, a backend GIS server, and various other GIS data processing or management
applications. Esri ArcGIS Enterprise is a sophisticated software suite that is geaststo

hosting enterprise GIS resources for 2D and 3D data. In addition to providing the ability to host
web services for 2D and 3D data, Esri ArcGIS Enterprise can also be used to create web
applicatiors, host web applications, and perform various geomsing computations. Esri

ArcGIS Enterprise is &ull-scaleweb GIS implementation. Because it implements many more
functions and capabilities than Cesium JS or Hexagon Geospatial RIA,ntushlarger

installation thareither of these exploitation franverks.

Hexagon Geospatial Luciad RIA, is essential a composition of JavaScript libraries which
can be used for 2D and 3D web GIS. The focus of Hexagon Geospatial Luciad RIA is more on
3D data, but it possesses libraries for serving and interacting witta2sources as well. The
Hexagon Geospatial Luciad RIA suite is also more of a developmental suite than a production
software like Esri ArcGIS Enterprise. Hexagon Geospatial Luciad RIA comes packaged as a
collection of JavaScript libraries. Creating aclad RIA application involves addition of core
libraries which have been created for many general GIS functions, and then customization of
those functions to create an application which meets the needs of the user. Examples of basic
library functions incldle creating a view with a 3D virtual globe, adding a 2D raster to the globe,
adding a 3D tileset to the globe, etc. These basic functions can essentially be imported into a new

application and then customized to serve the user requirements. Hexagon i@dasgat RIA
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resembles the architecture of Cesium JS more, motichbulkier since it is a collection of
libraries and not a singular library like Cesium JS

Esri ArcGIS Enterprise is a collection of applications which function harmoniously to
setup @ta service, hosting, amdmplexgeoprocessing operationa a cloud instanc&esium
JS is a content delivery network, a single library, that allowstsereate and interact with
virtual globes and 3D datAnd Hexagon Geospatial Luciad RIA is a capsfiion of many
JavaScriptibraries which can beonfiguredfor working with 2D or 3D geospatial data and web

mapsor virtual globeinterfaces.

3.5.Esri ArcGIS Enterprise Configuration

To instantiate an Amazon EC2 instance with the Esri ArcGIS EnterpriseCiBsd
Formation templates were used. The ACreate an
fiSinglema c hi ne d é&gmlthe f£sm Elaud Bormation Templates site were figed
Portal creatiorfEsri n.d.4) Originallythe Esri Cloud Buildetool was dtempted to create the
EC2 withthe ArcGIS AMI, but after a couple failed attempts, the Cloud Formation templates
were used instead. With the ACreate an Amazon
created. There were issuegeriencedn usingth e A Smancghliene depl oyment o0 t
the first attempt. To gemaa@ahionnerdd d hleo yeme otr s tf e
rollback resources on error option in Cloud Formation twased offandthen the template was
rerun. Once the Clougormation template reached an error in the second trial, the created EC2
instance was still availabknd used to finish software setdhe EC2 was theloggedinto and
configurations to thércGIS Server Site, ArcGIS web adopters, ArcGIS Portal, andstiate
wizard were conducted manually to finish installation and configuration of Esri ArcGIS

Enterprise.

32



While the Cloud Formation Template raeverakresources and configurations for
ArcGIS Enterprise were configured successfully. An Amazon EC2 watesri Enterprise
software and a 700GB solid state drive was created successfully. The Portal software was also
licensed correctly, and the ssl cert for https trafficking was installedtual private cloud and
elastic IP address were also createdb, &lli ng access olPaddrdsetoEgands publ
https traffic. Manuelmodificationsrequiredto finish setup includedonfiguration of the ArcGIS
Server site, ArcGIS web adaptors, ArcGIS Portal site, and the ArcGIS data store wizaatd
are dacribed below

After instantiation and modification of elastic IP address, virtual private cloud, security
groups, and userseveral manual processes were conducted to properly setup ArcGIS Server
and ArcGIS Enterprise so that ArcGIS Enterprise Portalldcbe used to create hosted feature
services on the Amazon EC2 instance. First, the ArcGIS Server Authentication Manager was run
in order to license ArcGIS Server. During this process a user called siteadmin was created which
had permissions over ArcGl&&er resources on the Amazon EC2 instaDceing Amazon
Machine Image Instantiation, a user was already created for Esri ArcGIS Enterprise Portal. Next
the EsriwebAdapter for Portal and ESfWeb Adapter forServer were used to register the

ArcGIS Enteprise Portal to the sitettps://kevinmercytheis.com/portahd the ArcGIS Server to

https://kevinmercythesis.com/serv&hese web adopters alsormagistered the ArcGIS Server

and ArcGIS Portal software so that ArcGIS Server could be set as the hosting site for the Esri
ArcGIS Portal. To initiate this change, the ArcGIS server site was selected as the federated
server for the ArcGIS Portal site, and thbis server was selected as the hosting server for the
ArcGIS Portal. These changes were required in order to enable publishing hosted feature layers

with the Portal site. Without fedenad) the ArcGIS Server site and setting it as the hosting
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server, thee is no way to publish scene services as operational web layers. The ArcGIS Server
site and the ArcGIS Portal site were setup on the same instance so that the computing
environment for the hosted Esri i3s layers would be the same computing environthent as

Luciad Fusion 3D Tiles. After federation of the ArcGIS Server site, and the ArcGIS Portal site,
the ArcGIS Portal could be accessed and used to publish operational scene service layers using
the Amazon EC2 as the hosting server.

Once the Amazon EC?2 itace was properly configured with ArcGIS Server and
ArcGIS Portal sites, all the processed i3s dateewublished using the ArcGIS Portal site. As
indicated earlier, the Portal site had issues publishing the 50GB scene layer packages and
therefore they wre omitted from testing.

Lastly, a web application was created out of port 3002 on the Amazon EC2 instance in
order to create an application which served the 3D scene service layers for testing. Usjag node
and npm, a basic npm express web server wet tosopen up port 3002 and attach the Esri
JavaScript code to it. Node.js with npm had to be installed on the Amazon EC2 to run the web
server out of port 3MR. Using the Esri JavaScript API, an index.html file was created which
created a web applicatidhat pulls an Esri glaband plots a scene service layer oAdditional
programmingwithin the application was used through the stidgustomize the zoom level of
the applicatiorand the dataset that was hosted fromihtoughout testing the zoom Ikehof the
application, and the rendered Scene Service Layer were modified to test the application for all
specified test For each test conducted, the resource memory and the resource loading time were

tested five times and the average of the tests wasdsas the result.
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3.6.Hexagon Geospatial Luciadrusion Setup

Hexagon Geospatial Luciad Fusion license and software were obtained from a remote
server. Setup of Hexagon Geospatial Luciad Fusion was much more straightforward than Esri
ArcGIS Server and PortaDnce the Fusion files were transferred to the Amazon EC2 instance, a
setup program was run which setup Fusiarthe EC2 instanc®©nce the software was installed,
the Fusion applicatiowas initiated The Fusion application opetia console, a management
portal, andstarted welservices of the software on port 8081. A Fusion admin user was created
and then processing of las data into 3D Tiles begamprocess the 3D tiles, the tiles to process
were selected and then a tool popped up to initiate cregiti@D Tile service from those
source tile A service title, abstractnd data type \&re required for inputn this dialog, the data
type is set as OGC 3D Tilesmd a nam&aschosen foeachservice Upon clicking the submit
button, the software begimpsocessing the source data into 3D Tiles, and when it is finished it
sets up an entry point url from port 8081 which can be used by web applications to access the tile
data. Allsourcedatasets were processed into 3D tiles in this fashion. The LuciashFRadtware
created 3D tilesets of each dataset, and service urls on the Amazon EC2 that couldpé¢hesed

Cesium JS and Luciad RIA web applications.

3.7.Hexagon Geospatial Luciad RIA

Similarly, to Hexagon Geospatial Luciad Fusion, license files and seftweaire obtained
from a remote server and then brought onto the EC2 instance. Setup of Luciad RIA was fairly
simple. Most of the technical work in setting up Luciad RIA was in the programming of a
JavaScript application to have Luciad RIA create a virtleddegand then display a 3D tile
dataset. To license theaiciadRIA API, the license file is simply placed in a specific directory

within theLuciadRIA file structure.LuciadRIA comes with a sample Jetty server that can be
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used to run Luciad applicatisout of port 8072. The sample server was used to run the RIA web
application.

In order to create a Luciad RIA application, extensive customizationlftmmad RIA
sample applications was performed to create an application thay sirapted a 3D web GL
virtual globe and then displayed a 3D tileset on it. A Luciad RIA sample application called
firstsample was copied and renamed. Then its contents were modified to create a basic virtual
globe interface. In order to generate a 3D tileset within the globéhearssmple application
called Data Types was used to progthm3D Tile display on the virtual globe. The Data Types
application had a component called OGCLoader which was code to load a 3D tileset from a url
and colorize it. This module was added inte tingoing_uciadRIA application. Another
function, called addLayer was also taken from the Dgf#e application and then placed in the
ongoingLuciadRIA application. With the OGCLoader module and the addLayer function, the
ongoingLuciadRIA applicationcould now be used to create a virtual globe, add a 3D tileset to
it, and zoom to that location. Code was later found in order to customize zoom and navigation of
the virtual globe. With all these components, a Luciad RIA application was created thdieould
used to zoom to different levels of a 3D tileset on a virtual globe. This application was then run

from port 8072 using the Luciad RIA simple server and used to rtimegtlerformance tests.

3.8.Cesium JS Setup

CesiumJS is available as a content delivagtwork in JavaScriince it is open source
Therefore, no licensing is required to create a Cesium JS applicati@sic program as
createdvhich retrieves the Cesium JS content delivery network and then creates a basic virtual
globe interface whiclsan be used to visualize 3les. A Cesium ion account is required in

order to add a basemap and layers to the virtual globe. A Cesium ion account is free and provides
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a developetokenthat must be placed within the Cesium JS Application for it to ourectly.

An ion account was created and then the key was placed in the application along with the code to
create a Cesium virtual globe, and to add a tileset to it. With these customizations, a web
application developed with Cesium JS was synthesizeddlodd render a virtual globe and 3D
tilesets. Additional programming could be added in to change the zoom level of the viewer as
well. Similarly to the Esri ArcGIS Application that was setup with ngg@nd npm express to

run out of port 3002, an npm exgss server was developed to run the Cesium web application

out of port 3001 on the Amazon EC2 instance.

3.9.Testing and Results

After setting up all the software, three web applications were created which could be used
to test each exploitation system. AllrEi8s datasets were published within the Esri ArcGIS
Portal and available as scene services

https://kevinmercythesis.com/server/rest/ssasiHosted/USC TwentyFive SLPK Hosted/Scen

eServe). All 3D Tiles data had been processed with Luciad Fusion and made available as

services out of port 8081 ( i.ehttp://kevinnercythesis.com:8081/ogc/tiles/noaa5gbl/tileset)ison

The Esri JavaScript API testing application was running out of

http://kevinmercythesis.com:3002he Cesium JS Application was running out of

http://kevinmercythesis.com:300The Luciad RIA application was running out of

http://kevinmercythesis.com:8072/web/samples/webapp/inaek With all the i3s and 3D tile

services running, and the testing web application setup on accessible ports, testing was able to be
conducted for each server framework. First, each web application was configured to host a 1GB
dataset and then the urltbie application was placed in the GtMetrix tool in order to run tests for

Google Page Score, Yahoo YSlow, Total Page Load, and to synthesize the network waterfall.
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The reports from GtMetrix from each web application with a 1GB dataset were saved, and then
testing of resource loading time and memory for variant dataset, tileset size, and zoom level were
performed. For each exploitation system, first the photogrammetric dataset was tested at each
memory size (1GB, 5GB, 10GB, 25GB, and 50@Bjlat three zoonhevels (dataset extent,

medium zoom level, and high zoom level). For every test, the test was performed five times, due
to the virtualization of the cloud hardware, and then the mean of the test was stored in a master
sheet. Once all tests had been pergrfor the photogrammetric dataset, the same workflow

was followed for the lidar dataset. While the testing was ongoing screenshots were captured of

the visualizations that were rendered by each dataset at various zoom levels.
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Chapter 4 Results

Reports from GtMetrix and from théncreasing data loastsdemonstrate that generally

Cesium JS and Esri ArcGIS Enterprise Portal are quicker and use less memory than Hexagon
Geospatial Luciad RIA. From simply the GtMetrix results it is difficult to deternfi@esium

JS or Esri ArcGIS Enterprise are quicker. Cesium JS obtains a higher Yahoo YSlow score then
Esri ArcGIS Enterprise; however, Esri ArcGIS Enterprise has a higher Google Page Score than
Cesium JS. From the loading tests, it appears that for btdkets Cesium JS had the lowest
loading time, but with larger datasets the difference in load time between Cesium JS and Esri
ArcGIS Enterprise are basically negligible. For the most part, Cesium JS always uses the least
memory but at high zoom levelsith lidar dataEsri ArcGIS Enterprise uddhe least memory,

but its load timewvasstill slightly slower. In all cases, Hexagon Geospatial Luciad Ré&the
slowest and uses the most memory. Although Hexagon Geospatial LuciageRAuch slower

and usd more memory, it hdthe most photorealistic visualization compared to the other
platforms. Even though Cesium JS for the most\astalways quickest and lightest, it also
rendeedwith much less visual detail than Hexagon Geospatial Luciad RIA, and E$3i &
Enterpriselt does not appear overall tile set sizuencedperformanceasresource loading

time and memorweregenerally consistent across tilesé&gsource loading time and memory
used @peaedmore dependent on zoom levAat. higher zoom leels,generallymore time and
resourcesvereused Dataset spatial resoluti@lsodid not seem to effect performandaading

time and resources useerefairly consistent between the higlasolution photogrammetric

dataset and the lidar dataset
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4.1.GtMetrix Results

Results from GtMetx show that Cesium JS and Esri Arc@S8terpriseserver
frameworksweregenerally quicker and uddéess memory than Hexagon Geospatial Luciad RIA.

Figures 3 and 4 depict the results from GtMetrix for Cesium JS and Esri@\gE@érprise.
GTi Executive Summary

Performance Report for:
http://kevinmercythesis.com:3001/

Report generated:
Test Server Region: I+l

Using: @&

PageSpeed Score YSlow Score Fully Loaded Time  Total Page Size Requests

K (83%) ~ 10.2sv 2.15MB~ 54~

' 4

Top 5 Priority Issues

Avoid bad requests

Defer parsing of JavaScript F o) W A i S b

Leverage browser caching F {0} ERV ER !

Optimize images Boo W HIGH
(AE2) |

Optimize the order of styles and scripts

Figure 3: Cesium JS GtMetrix Results
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Gl Executive Summary

Performance Report for:
http://kevinmercythesis.com:3002/

Report generated:
Test Server Region: I+l

Using: &
PageSpeed Score YSlow Score Fully Loaded Time Total Page Size Requests
) v 4.1s~ 1.1MMB~ 107~
Top 5 Priority Issues
Leverage browser caching F (o) W AVG SCORE 64 SERVER HIGH
Minify JavaSeript A AVG SCORE 90 HIGH
Avoid bad requests W AVG SCORE 98 CONTENT HGH
Minimize redirects (Am2) | RE NTENT HIGH
Specify a cache validator AVG SCORE 95 SERVER HIGH

Figure 4: Esri ArcGIS Enterprise GtMetrix Results

GtMetrix ranked Cesium JS with a higher YSlow score of 83% compared to a 73% score
for Esri ArcGIS Enterprise, but ArcGIS Enterprisasranked with éhigher Google Page Speed
Score of 66% compared to a 62% for Cesium JS. The Google Page Speedsczsmsilar.
Empirically, Cesium JS had a higher fully loaded time of 10.2s, and total page size of 2.15, but a
much smaller number of requests. CesiunodI$ made 54 http requests compared to 107 for
Esri ArcGIS Enterprise. Both the applications kedkrowser caching, which is one of the
critical issues with their generally low Google Page Score rankings. In their most minimal setup,
Cesium JS and EsrirGIS Enterprise appear to perform very similar in overall ranked
performance. Fully loaded time and page size from GtMetix suggest Esri ArcGIS Enterprise to

be smaller and more lightweight then CesiumBI8h servers appear to be slow overall though.
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Implementing more browser side caching for both of these servers would likely doeatty

their load timeand page size, and thbgancreaseheir Google Page Score aMdhoo Y Slow

SCOres.

The GtMetrix results for Hexagon Geospatial Luciad Rhdw it tobe slower and usg

much more memory then Cesium JS or Esri ArcGIS Enterprise. Figure 5 shows the results of the

Hexagon Geospatial Luciad RIA GtMetrix results.

Gl Executive Summary

Performance Report for:
http://kevinmercythesis.com:8072/web/sample...

Report generated:
Test Server Region: I+l
Using: @&

PageSpeed Score YSlow Score Fully Loaded Time  Total Page Size Requests

F(0%)~ £(56%) v 29.5sv 12.3MBv 699~

Top 5 Priority Issues

Enable compression F {0} W AVG SCORE: 89 SERVER HIGH
Leverage browser caching ] W AVG SCORE 84 SERVER

Minify JavaScript [E59) | v A HCH
Avoid CSS @import (a@2) | v E Dl
Minify CSS AVE SCORE: 96 HGH

Figure 5: Hexagon Geospatial Luciad REAMetrix Results
GtMetrix ranked Hexagon Geospatialuciad RIA with a 0% Google Page Score and a
56% for Yahoo YSlow. The Google Page Soees 0% due to the lack of compression utilized
with the application. Both Cesium JS and Esri ArcGIS Enterprise implement compression. The
lack of compression mayebecauseHexagon Geospatidluciad RIA is largely a development
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library and the application is more developmental facing than production facing. Nonetheless, it
appears that most tieextra time and resources used by Luciad Bafefrom its large

amount oflibrary loading. 699 http request are made, whvelnemostly components within the
Luciad RIA development library. The large overhead to call RIA components is likely one of the
reasons Luciad RlAobk longerto loadand usd more memory. Luciad RIA udesignificantly

more memory, 12.3 MB, compared to 2.15 K&B Cesium JSand 1.11 MBor Esri ArcGIS
Enterprise and more time 29.5 s compared to 10@ Lesium JSand 4.1 $or Esri ArcGIS
Enterprise Luciad RIA also @ not implement browser cachingll Ahree of these exploitation

systems may have better performance with implementation of browser side caching.

4.2.Increasing Loading Tests
4.2.1.Resource Loading Tinfer Photogrammetric Data

For both photogrammetric datasets and the lidar datésappears Casm JS perforrad
the quickest, and Hexagon Geospatial Luciad the slowest. At large tileset sizes, the difference
between Cesium JS and Esri ArcGIS Entergasgmost negligibleFigures 6 8 display the

results fronthe resourcéoading time tests forfptogrammetric data.
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Figure7: Resource Loading Time for Photogrammetric Dataset at Medium Zoom

44



D
g 12
= e © (] °
g’ 10
®
o 8 @ Esri
=
g 6 @ Luciad
8 Cesium
3 4
- e ®© o )

2

0

0 10 20 30 40 50 60

Tileset Size (GB)

Figure8: Resource Loading Time for Photogrammetric Dataset at High Zoom

At the full extent of the datasehere is an anomalous result for the 1GB
photogrammetric test of the Hexagon Geospatial Luciad RIA software. Since this data point is at
the full extent, the quick load time may be due to a smaller number of library reqnestsles
are not necessarily being in at this extent. Further testing is required tinorgttheless,
besides this data point, Hexagon Geospatial Luciad RIA consistently takes more than 10s to load
resource at all zoom levels for all tileset sizes. @asiS generallipaded injust under 2s for all
tileset sizes at all zoom levels. And Esri ArcGIS Enterposé just above 2s seconds for all
tilesets at all zoom levels. The resource time between Cesium JS and Esri ArcGIS Enterprise

appearvery similar.

4.2.2.Resource Memory for Photogrammetric Data

Tests for resource memory show that resource memorgasd as zoom level
increasd. Hexagon Geospatidlciad RIA was still slowest, and Cesium JS still dstightly

less memory than Esri ArcGIS Enterprisde$eét size @l not seem to impact the resource sizes.
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Figure 8i 10 depict results of Resource Memory at the three zoom levels for the

photogrammetric dataset.
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Figure9: Resource Memory for Photogrammetric Dataset at Full Extent

60
[ ]

) 50
=3 o
c
9 40 o
O
S o *?
- 30 @®Esri
3
3 @ Luciad
g 20 Cesium
e ® O [ J [ ]
(]
=10

0

0 10 20 30 40 50 60

Tileset Size (GB)

FigurelO: Resource Mewry for Photogrammetric Dataset at Medium Zoom

46



o N o ©
© o o© o
[

a
o

@Esri

I
o

@ Luciad

w
o

Cesium

Memory Used in Client (MB)
N
o

=
o o

0 10 20 30 40 50 60
Tileset Size (GB)

Figure 1: Resource Memory for Photogrammetric Dataset at High Zoom

As zoom increaskEsri ArcGIS Enterprise and Cesium JSdmee very similar. At low
level zoom, Cesium JS usbeery little resources, busahe zoom increadeéhe memory used
between Cesium JS and Esri ArcGIS Enterprise almosel@vat. Cesium JS still esithe least
memory; however, thie is almost no difference in memory udsgtween Cesium JS and Esri
ArcGIS Enterprisat high zoom legls.

It is very curious the large rise in memory used for Hexagon Geospatial at the Medium
Zoom levels across tileset size, since generally at the other zoom levels there is less variation in
resources used across tileset size. The trend may arise mcidly quthis zoom level compared
to the other zoom levels, in that the location of the zoom may be in proximity to tiles which are
existent in only the larger tilesetberefore causing a large increase in client memasgge
The trend may not be appeart atthe full extentsincegenerally a low resolution of the extent is
loaded in the full extent of the dataset, and maybe the location in the high zoom loads tiles which

are existent in each of the tilesets, and therefore no additional tiles aredéquiecloaded as
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the tileset size increases. The reason for the trend requires further testing in order to be

completely understood.

4.2.3.Resource Loading Time for Lidar Data

Resource loading time for lidar data at three zoom levels for each tileset siaedppe
very similar totheresults from the photogrammetric daResource loading timeserestill very
similar, around 10s for Hexagon Geospatial Luciad RIA, 2s for Cesium JS, and around 2s for

Esri ArcGIS Enterprise.
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Figure 2: Resource Loading Time faidar Dataset at Full Extent
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Figure B: Resource Loading Time for Lidar Dataset at Medium Zoom
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Figure X4: Resource Loading Time for Lidar Dataset at High Zoom

4.2.4.Resource Memory for Lidar Data

The resource memory results show some slight variationtiierother tests. Instead of
Cesium JS using the smallest resources in each case, at Medium Zoom resource memory

between Cesium JS and Esri ArcGIS Enterprsesalmost identical. And at high zoom level,

49



Esri ArcGIS Enterprise actually uskess memoryabout 10 MB less)Figure 14; Figure 15)it

is curious though, despite using less memory, in overall load time Ceswas38ll quicker.
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Figure B: Resource Memory for Lidar Dataset at Full Extent
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4.3.Qualitative Results
Although Cesium JS in most all casesl tize quickest loading time and least memory
used. It alsproducedhe least detail in visualization compared to the outputs EsmArcGIS

Enterprise and Hexagon Geospatial Luciad RIA. Figure 16 shows a screenshot of the Cesium JS
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Figure B: Cesium JZoomed into Photogrammetric &taset
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system at a high zoom level. The points are so sparse that it is difficult to visualiyce¢hat
is going on within the scene. In termdadding time and memory Cesium JS appears more
performant, but in its performance is a reduction in visualization within the-cligat
visualization application.

Hexagon Geospatial LucidIA performeal much slower and udenuch more resources
than the other platforms. However, its deteds much greater and more photorealistic than the

other two exploitation systems. Figure 17 illustrates the photorealistic detail of the Luciad RIA

Figure B: Photaealistic Output from Hexagon Geospatial Luciad RIA Application
platform. The largeuse ofresourcsis likely attributed to larger timgpent generatingolor on
top of the 3D tile points, and in loading the extensive libraries that Luciad RIA implements
Despite showing slightly quicker load times and slightly less memory in the loading test,

Esri ArcGIS Enterprise implemesd much more visual detail than Cesium JS. Figure 18 depicts
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